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Objectives

In response to the call for projects by the Defense Modeling and Simulation Office (DMSO), the JIMM Model Management Office is pleased to submit this project proposal to parallelize the Joint Integrated Mission Model (JIMM) using the Parallel Simulation Development Architecture (PANDA).

JIMM is a real-time government-owned mission level model used by the four services, industry, and academia. JIMM has been employed in exercises with multi-regional conflicts involving over one thousand constructive players simulated at both the platform and system levels. In addition to the simpler functions of movement, sensing, terrain occulting, and firing, JIMM incorporates concepts such as perception, command and control, communication, jamming, reactive logic, planning, and the creation and absorption of players and resources.

JIMM is also a highly flexible, real-time threat generator and run time executive that supports exercises containing constructive, virtual, and live players. JIMM permits the substitution of any constructive system, platform, or player by its virtual or live counterpart. It contains extensive data capture capabilities and has a well-defined high-speed interface that has supported both DIS and HLA exercises. Thus, JIMM provides an ideal environment for test and evaluation, training, mission rehearsal, mission analysis, or requirements definition.

JIMM was created as a synthesis of the capabilities of the Simulated Warfare Environment Generator (SWEG) and Suppressor models under the sponsorship of the Joint Strike Fighter Program Office. JIMM is an event-driven simulation in which all events are ordered through a single event queue. This queue is the main runtime bottleneck. If independent events could be executed in parallel, the realized speedup would be enormous. JIMM is approaching the limits of its internal architecture. When this happens, scenarios may be reduced in both scale and fidelity in order to meet real-time requirements. Hence, JIMM may no longer support the needs of the modern warfighter. The parallelization of JIMM would increase performance, scope, and simulation capability and ensure the continued use of the model.

We propose to use PANDA to accomplish this parallelization. PANDA is a PMW-131 (SPAWAR) initiative for developing parallel simulations. It integrates three products: OSim, IMPORT, and SPEEDES. OSim is a commercial visually based development framework for designing object models. IMPORT (U.S. Army) is a government-owned object-oriented language with specific features for simulation. SPEEDES is a government-owned (NASA) real-time simulation engine that coordinates execution of discrete event simulations. It is the basis for a High Level Architecture (HLA) Run-Time Infrastructure (RTI). Hence, PANDA reduces the risk for parallelizing more computationally intense processes such as JIMM.

Parallelization would enable events to be executed in parallel, using optimistic event generation and rollback. This technique would ensure that each available processor would be used to forward the simulation. PANDA also contains the capability to coordinate with I/O servers and has time management ability. These features will ensure the correct timing and order of events broadcast to integrated systems and virtual cockpits. The improvements to JIMM will find immediate application by many activities in many fields of application. Furthermore, the parallelization of JIMM using PANDA will further consolidate its place in the forefront of parallel simulation.

This proposed project has the following two goals:

1. To provide a version of JIMM that takes advantage of multiple processors to increase performance (speedup), scope, and simulation capability.

2. Extend the utilization of PANDA through the parallelization of a legacy mission level model.

Deliverables

To ensure a higher quality product, this effort will employ an evolutionary approach to software development. As certain milestones are reached, significant intermediate deliverables that involve changes to the JIMM source code will be provided. Each of these deliverables will include the following components:

· Source Code Changes: These will include difference files (detailing changes from the previous version), as well as paper and transferable media (tape or disk) copies of the new source code.

· Documentation Change Pages: These will include any changes to the current JIMM documentation resulting from source code changes.

· Change Synopsis: A brief description of any bug fixes, enhancements, or other changes to function resulting from source code changes.

· Test Report: A detailed report of the results of the JIMM Acceptance Test Plan (ATP). The JIMM ATP, developed over the past four years, is a repeatable test environment that supports standard software testing.

In addition, there shall be monthly financial reports, as well as quarterly and annual progress reports. In addition to these reports, presentations on the progress of this effort will be made at all pertinent JIMM User Groups Meetings.

Throughout the course of development, certain items will be provided each year. The following sections detail specific items to be provided during each calendar year.

Year 1

· Requirements Document: A short but overarching document describing the overall goals, methods, milestones, and responsibilities of all involved parties.
· Design Document: A document describing the overall approach for the final version of software.
· Source Code Changes: for the I/O Server Milestone. This shall also include an interface document describing information flow between the server and JIMM.

· Detailed Design Document for the Event Scheduler: This shall include results from event analysis via the PANDA OSim tool.

Year 2

· Source Code Changes: for the Graphics Server. This shall include an interface document similar to the I/O server.

· Source Code Changes: for the Shared Memory Server. This shall include any changes necessary to modify the current JIMM interface documentation.

· Source Code Changes: for the Parallel Compiler Milestone.

· Final Source Code Delivery: This occurs after the Event Scheduler milestone.

· Final Test Results.

· Final Demonstration.

Execution Plan

JIMM is written in C++ and is currently supported on Sun, SGI and Linux platforms using both native and GNU compilers. Unsupported versions have been compiled and executed correctly on IBM PCs (using Windows NT), Macintoshes, and IBM R/S 6000 platforms. The immediate effort will target SGI platforms while maintaining support for Sun and Linux systems. Once complete, use of SPEEDES will permit execution on a far greater variety of HPC platforms such as the Intel Paragon.

In order to reduce risk and facilitate immediate use of intermediate results, this effort is divided into several overlapping tasks. Results from each task will be appropriately reviewed and tested and then distributed by the JIMM model manager to the user community to facilitate feedback from all stakeholders.

The tasks are constructed to exploit parallelism on multiple levels: instructions, events, servers, and simulators. The tasks are described in Table 1 below. Each task will be complete only after the JIMM ATP has established that no capability has been lost and that the criteria of correctness, backward compatibility, repeatability, performance, and code quality have been maintained. As previously mentioned, the JIMM ATP, is a repeatable test environment that supports standard software testing. Over 4,000 vignettes, run and analyzed by automated scripts provide functional and regression testing for a wide range of functionality within JIMM. Aside from the vignettes, the ATP has a series of manual tests that ensure installation and platform configurations are maintained across all supported platforms. The ATP also uses an unclassified database distributed with the model and the classified Generic Composite Scenario (GCS) to provide regression and system test capabilities. Finally, the ATP contains tests to benchmark the execution speed of the model. 

Table 1: Project Schedule

TASK
Year 1
Year 2

1. Partition JIMM
(
(

       I/O Server
(


       Graphics Server

(

       Shared Memory Interface Server

(

2.  Event Analysis & Design
(
(

3.  Peer-to-Peer Interaction

(

4.  Event Scheduler & Demo

(

Task 1 will partition JIMM into components apart from the main event-driven core. These components include the following items:

· An I/O server (for files),

· A graphics server (for graphics and terminal displays), and

· A shared memory interface server.

Given the Acceptance Test Plan, these first two tasks present few risks. They provide parallelism using well-established techniques and permit greater focus on the main task of parallelizing the event queue.

Task 2 will use the PANDA OSim tool to analyze the event-driven core of JIMM in preparation for implementation with SPEEDES. Task 2 serves as the requirements and design phase for the event queue parallelization. Periodic design reviews are planned throughout to ensure correctness. In addition, the OSim tool should facilitate this analysis and provide documentation to further reduce risk. Task 2 shall be complete once extensive design reviews have been conducted to the satisfaction of all team members.

Task 3 will further develop JIMM and the shared memory interface server (Task 1) so that it facilitates peer-to-peer interaction of multiple executables of JIMM. Task 3 is the extension of the shared memory interface server portion of Task 1 carried forward to its logical conclusion. Splitting the effort into two separate tasks assures greater testing and further reduces risk. 

The effort under Task 3 is straightforward and should be limited to developing an internal interface within JIMM to acquire shared memory resources instead of assuming immediate access. In other words, control of the shared memory will pass from JIMM. That portion of the server controlling shared memory will be split and one part transformed into an independent run-time executive (RTE). Since access to shared memory would be equal for different executables, scenarios using multiple JIMM processes could then be run. Thus parallelism could occur on the simulator level as well as the event level.

Task 4 will use the results of the OSim analysis (Task 2) to implement the JIMM event list as an optimistic event scheduler with rollback using SPEEDES capabilities. The results of these tasks shall be packaged and sent to the JIMM maintenance authority for incorporation. Hence, interested users may further test these capabilities to better ensure correctness.

Task 4 is composed of several activities and hence, contains the greatest amount of risk. Chief among the risks is the overhead introduced by SPEEDES and the resulting computation to communication ratio. The need for mutual exclusion on some sets of internal data further complicates the issue. As parallel implementations of each event are developed, timing tests must be conducted extensively to ensure that parallelism does not result in a reduction of performance.

Project Team

This effort shall be undertaken by the TRW JIMM team at their facility in Albuquerque NM. Dr. Jeffrey Steinman of RAM Inc. will also be used in an advisory capacity. The TRW team has a great deal of experience with Suppressor, SWEG and was the developer of JIMM. The following paragraphs detail the expertise and qualifications of members of the TRW team.

S. Todd Gilbert

TRW Inc., Programmer/Analyst

Mr. Gilbert has a wide range of experience in simulations, including JIMM, SWEG, CIMUL8, and Suppressor. He was the technical lead for the development of JIMM for the JSF program office. In addition, Mr. Gilbert worked on the integration of the ESAM high fidelity flyout model with SWEG and he developed emulative, dynamic, and analytic models of the Tall King radar system for the Joint Modeling and Simulation System (JMASS). He has BS in Computer Science/Math from the University of California at Davis and has been employed by BDM (merged into TRW Inc.) since 1988.

Mr. Gilbert will work on the analysis of JIMM through OSim and its implementation with SPEEDES. He will work approximately one half staff year per calendar year. He shall participate in design reviews and testing of the final product.

(505) 998-8266  Email: todd.gilbert@trw.com

Craig K. Jones

TRW Inc., Program Manager

Mr. Jones has over 16 years of experience in modeling and simulation, including JIMM, SWEG, Suppressor, and similar models. He successfully led the JIMM development effort and has also led scenario development efforts for the Air Force Studies and Analysis Agency (AFSAA) and the Joint Theater Missile Defense (JTMD) programs. He has been an instructor for training classes in Suppressor, SWEG and JIMM.

Mr. Jones will act as the Program Manager. He will be dedicated part time. He will review reports and ensure correct execution of the event analysis through OSim and implementation with SPEEDES.

(505) 998-8330  Email: craig.jones@trw.com

Jeffrey S. Steinman, Ph.D. 

Senior Analyst, SPEEDES Project Manager

Dr. Steinman manages technical support for DoD user of the Synchronous Parallel Environment for Emulation and Discrete-Event Simulations (SPEEDES). He is also the principal investigator at RAM for several efforts sponsored by CHSSI. These include modifying the Naval Simulation System (NSS) to execute with high performance systems and developing an HLA Run-Time Infrastructure (RTI). 

Dr. Steinman will be employed in an advisory capacity. He will also be involved in the training of TRW personnel in SPEEDES.

(609) 792-8904  Email:  steinman@ca.metsci.com

Alex D. Zimmerman

TRW Inc., Senior Staff Member

Mr. Zimmerman has comprehensive experience in simulations. Since joining BDM/TRW in 1984, Mr. Zimmerman has worked extensively on SWEG, JIMM, and related models. He has BS from the U.S. Air Force Academy and an MS in Systems Management from the University of Southern California.

Mr. Zimmerman will work on the analysis of JIMM through OSim and its implementation with SPEEDES. He shall participate in design reviews and testing of the final product.

(505) 998-8191  Email: alex.zimmerman@trw.com
Development will be monitored by the JIMM Model Management Office at the Electronic Systems Center (ESC), Hanscom AFB, MA. The following paragraphs detail the expertise and qualifications of members of the ESC team.

Robert G. Kurker

ESC/CXC, JIMM Model Manager

Mr. Kurker has over 20 years of Systems Acquisition experience, primarily managing software development efforts.  He has been managing the JIMM Project for over three years.  He has a BSEE from the University of Lowell.

Mr. Kurker will monitor the expenditures, schedule and overall technical performance of this effort throughout its development.

(781) 377-7284  Email: robert.kurker@hanscom.af.mil
Jamieson Gump 

ESC/CXC (PTI), JIMM Senior Systems Engineer
Mr. Gump is a Vice President with Paradigm Technologies Inc. and in the past has supported NASM, JSIMS, and STORM.  He has been the Senior Systems Engineer for JIMM for over 3 years.  He has a BSEE (computer concentration) from University of Vermont and MSEM from Western New England College.  He is a Vice President with Paradigm Technologies Inc. and in the past has supported NASM, JSIMS, and STORM.

Mr. Gump will monitor the implementation of this effort for technical merit, including reviewing design documents and assessing test results. 

(781) 377-3824  Email: jim.gump@hanscom.af.mil
Funding Requirements

Table 2 below portrays the estimated costs for this project by project year.

Table 2: Project Budget

Requested Funding
Year 1
Year 2
Total

DMSO
210.000
245,000
455,000

ESC Matching
210,000
245,000
455,000

Total
420,000
490,000
910,000
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